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#### Abstract

In a mixture of individuals from different populations, population proportions and individual identities are estimated by comparing the characteristics of individuals in the mixture to a (usually) genetic baseline of population-specific characteristics. Using simulated data sets, we examined the performance of a genetic mixture analysis that incorporated data on non-baseline character state frequencies. Population-specific state frequencies of non-baseline characters were well-estimated in many scenarios. We found benefits of incorporating non-baseline characters in mixture analysis; both individual assignments and estimates of population proportions were improved. However, both the sample size and the quality of the baseline data were more important. We did not see any improvement in estimating baseline character state frequencies even when highly informative non-baseline data was used. Our results suggest that non-baseline data might improve mixture analyses, and we note that population-specific estimates of non-baseline character state frequencies are often useful in and of themselves.


## Highlights:

- Population-specific differences in non-baseline characters can be estimated from a mixture
- Non-baseline characters only slightly improved estimates of population proportions in a mixture
- Non-baseline characters are more useful in assigning population identities to individuals
- Non-baseline characteristics may be useful in other ways; e.g., age and size is related to mortality
- Individual assignment allows better spatio-temporal resolution than mixture analysis
keywords: population mixtures, mixture analysis, Bayesian statistics, genetic analysis, genetic baseline
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## 1. Introduction

The Bayesian mixture analysis estimation methodology developed by Pella and Masuda (2001) uses a baseline of character state frequencies (such as the frequency of a specific allele at a locus) in each population to provide probability distributions for the proportions of each population in a mixture. As a part of its calculation methodology, it also provides the probability that an individual in a mixture belongs to a particular population. One novel aspect of this particular Bayesian approach is that rather than simply making inference about the mixture from baseline data, it acknowledges that the baseline data also comes from a sample that may not be fully representative of the underlying population; it then uses data from the mixture to improve the estimates of the character state frequencies in each population. That is, instead of thinking of this methodology as a way to estimate proportions in a mixture, it can instead be viewed as a way to use mixture data to help estimate population characteristics.

This leads to several hypothetical questions. First, could this approach be used to estimate the frequency in a population of alternative states of characters for which there are no baseline data? For example, salmon populations that migrate to sea and are caught in a mixed-stock fishery might differ in age or length frequencies when they are caught (Larson and others 2013; Myers and others 2007). These age and length frequencies at the time and location where the fishery occurs would not be a part of the baseline data, since baseline data are collected from fish of previous generations on the spawning grounds (Guthrie III and others 2015; Seeb and others 2007). A few recent studies have demonstrated the practicality of estimating the population-specific frequencies of non-baseline character states (e.g., Moran and others 2014; Tsehaye and others 2016).

Second, are these non-baseline character states useful for better characterizing the origin of an individual organism in a mixture? Such an improvement would be quite helpful - large samples from a mixture are required for estimating population frequencies, often forcing aggregation of samples from large areas and long periods of time. The resulting coarse spatio-temporal resolution limits our ability to explore questions about fine scale population distribution and migratory patterns. For some management
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purposes, such as enforcing endangered species protections, determining what population an individual originated from is essential (Nielsen and others 2012; Ogden and Linacre 2015).

Either case seems reasonable. For example, if a population is characterized by a smaller than average size, it seems intuitive that noting that an individual in a mixture is small should increase our certainty that it is a member of that population. However, it's also plausible that the information provided by size is "used up" in estimating the population-specific size distributions, resulting in no improvement in estimating the origin of individuals.

Finally, assuming the state frequencies of characters not sampled in the baseline could be estimated, would these characters then be useful for better characterizing the makeup of the population mixture? For example, could one use the age or length of an individual salmon caught in a mixed-stock fishery to better ascertain its identity, and thus improve estimates of the proportion of each population in the mixture?

In this study, we use simulated data to examine under which circumstances state frequencies of a nonbaseline character can be estimated using data from a mixture, whether using such characters improves estimates of baseline character state frequencies, and when using a non-baseline character in a mixture analysis improves estimates of population proportions and/or increases the accuracy of assignment of individuals to their population of origin.

## 2. Methods

### 2.1 Simulated data

We simulated baseline data for four populations with two independent baseline characters. The first character had four possible states, and frequencies differed among each population. The second character had two states, and pairs of populations had identical frequencies, mimicking a regionally-varying character. We simulated baseline data by randomly generating state frequencies for each character from each population. Each character's baseline sample state frequencies were determined by generating a
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random draw from a Dirichlet distribution whose parameters were the product of the true frequencies and different sample sizes.

We then simulated a mixture where $70 \%$ of the individuals came from one population and $10 \%$ each came from the other three populations. Each individual in the mixture had character states drawn randomly from its population's true character state frequencies. In addition to the two characters contained in the baseline, each individual was assigned a state for another independent character for which there was no baseline data. There were four states for this character, and state frequencies differed among the four populations.

### 2.2 Scenarios investigated

We created scenarios that differed in: the number of individuals sampled in each population to create the baseline (20, 100, 500), number of individuals sampled in the mixture (also 20, 100, and 500), the contrast among populations in state frequencies of the two baseline characters (Table 1), and the contrast among populations in state frequencies of the non-baseline character (Table 1). These scenarios are abbreviated in Figures using the sample size followed by two letters, the first of which gives the contrast in the baseline characters and the second that of the non-baseline character. For example, "100LH" indicates that sample sizes (both baseline and mixture) were 100, that baseline characters had low contrast, and that the non-baseline character had high contrast.

### 2.3 Computation

For each scenario, we simulated 1000 sets of data. We applied a slightly modified version of the PellaMasuda Bayesian estimation methodology (2001) to each dataset, and estimated both the proportion of each population in the mixture and the frequencies of alternative states of each character in each population. The posterior distributions of the estimates were compared to the true values. At each
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iteration of the MCMC calculation in the Pella-Masuda methodology, each individual in the mixture is assigned a population identity (see below); after convergence, we tracked the frequency of assignment of the simulated individuals to the correct population. We tracked how well the state frequencies of the nonbaseline character were estimated, how well the state frequencies of the baseline characters were estimated, and whether and to what extent using an informative non-baseline character improved estimates of baseline frequencies and assignment of individuals in the mixture to their population of origin.

The Bayesian statistical model of the data and parameters was as follows:

The baseline data $Y=\left[y_{i j h}\right]$, where $y_{i j h}$ is the count of state $h$ of character $j$ in the baseline sample of size $n_{i}$ from population $i$.
$y_{i j .} \sim \operatorname{multinomial}\left(n_{i}, q_{i j}\right)$, where $q_{i j h}$ is the true frequency of state $h$ of character $j$ in population $i$.
$\left(q_{i j 1}, q_{i j 2}, \ldots\right) \sim \operatorname{Dirichlet}\left(\beta_{j 1}, \beta_{j 2}, \ldots\right)$, under the assumption that state frequencies exhibit some degree of similarity among populations (this assumption was not true for our simulated data, but is a plausible assumption in most real-world applications).

Simplifying Pella and Masuda's (2001) approach, we set a weakly informative prior for the $q$ 's for character $j$ as a Dirichlet distribution, with the value of its parameters $\beta_{j h}$ equal to the unweighted average of the sampled state frequencies across all populations (i.e., $\Sigma_{h} \beta_{j h}=1$ ). For the non-baseline character, the parameter values were set to $1 / H$, where $H$ was the number of states for the character.

The mixture data $X=\left[x_{m}\right]$, where $x_{m}$ is the "genotype", or set of character states of individual $m$ in the mixture.
$\operatorname{Pr}\left(x_{m}\right.$ comes from stock $\left.i\right)$ is proportional to $p_{i} \times \operatorname{Pr}\left(x_{m} \mid\right.$ stock $\left.i\right)$
$\operatorname{Pr}\left(x_{m} \mid\right.$ stock $\left.i\right)=q_{i l m} \times q_{i 2 m} \times \ldots$ (if continuous characters are involved, the frequency is replaced by the probability density for the observed state value of the character (Bromaghin and others 2011)).
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Following Pella and Masuda (2001), an uninformative prior for the $p$ 's was Dirichlet( $1 / I, 1 / I, \ldots$ ), where $I$ is the total number of populations.

Computation of the MCMC sample from the posterior distributions was accomplished with a Gibbs sampler, which involves a sequence of draws from distributions of parameters conditional on the current values of the other parameters. Computation was simplified by using a data augmentation step (Gelman and others 2014; Pella and Masuda 2001). At each iteration of the MCMC algorithm, individuals in the mixture were assigned a population of origin by random draw based on the current probabilities an individual with their character states originated from each population. Thus, each iteration of the Gibbs sampler consisted of the following steps:

1. Assign a random population identity to each individual in the mixture sample, where the probability of assignment to population $i$ is proportional to the current value of $p_{i} \times \operatorname{Pr}\left(x_{m} \mid\right.$ stock $\left.i\right)$.
2. Draw random values for the proportion of each population $\left(p_{i}\right)$ in the mixture from a Dirichlet distribution where the $i$-th parameter $=1 / I+$ the count of all individuals in the mixture assigned to population $i$.
3. Draw random values for the population-specific state frequencies of all characters, baseline and nonbaseline, where the frequency of state $h$ of character $j$ in population $i$ is drawn from a Dirichlet with the $h$-th parameter $=\beta_{j h}+y_{i j h}+$ count of state $h$ in all mixture individuals assigned to population $i$. Based on preliminary trials, we found that 1000 iterations of the MCMC algorithm were sufficient to achieve convergence (Gelman's $\mathrm{R} \ll 1.1$ ). Accordingly, each MCMC chain was run for 2000 iterations, and inference was based on the last half of the series.

## 3. Results

The ability to estimate population-specific frequencies of the states of a non-baseline character was affected both by the sample size and by the degree of contrast in the baseline character state frequencies.
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At sample sizes of 500, the estimates of non-baseline state frequencies were almost identical to the true values (Fig. 1a). This was also true with a smaller sample size of 100 , as long as the baseline contrast was high. The width of the $90 \%$ credible interval was strongly affected by both the sample size ( $1^{\text {st }}$ part of scenario abbreviation) and the contrast in the baseline characters ( $2^{\text {nd }}$ letter of scenario, Fig. 1b).

Although no scenario showed any bias in estimating frequencies of a baseline character (Fig. 2a), the width of the $90 \%$ credible interval was strongly affected by sample size, and was also improved when the baseline character had higher contrast (Fig. 2b). Including a non-baseline character in the analysis did very little to improve estimates of baseline character state frequencies, irrespective of the amount of contrast among stocks in non-baseline state frequencies. Even when the non-baseline character was fixed at different states in different populations, little to no improvement in bias or precision was observed (Fig. 2 , scenarios ending in " P ")

Including non-baseline characters did improve the accuracy of population assignments for individuals in a mixture, but only slightly (Fig. 3). The accuracy of individual assignments depended mainly on the contrast in the baseline characters, and to a smaller extent on sample sizes.

Under some circumstances, including a non-baseline character also improved the precision (Fig. 4b) of estimates of population proportions in the mixture. For instance, with a sample size of 500 and low contrast in baseline characters, the average width of the $90 \%$ credible interval for the proportion of population 1 in the mixture decreased from 0.30 to 0.18 when a non-baseline character that was fixed at different states in different stocks was included (Fig. 4b, 500LN vs. 500LP). The contrast in the baseline characters and the sample size showed larger effects, however. Sample size had a fairly large effect on bias when the baseline contrast was low (left half of Fig. 4a), while the contrast in baseline characters affected both bias and precision (left vs. right half of Fig. 4a\&b).
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## 4. Discussion

The stock-specific state frequencies of non-baseline characters can be estimated fairly well from mixture data, given adequate sample sizes and contrast in the baseline characters. Non-baseline characters can provide some improvement in the estimate of population proportions in a mixture or in identifying the population of origin of individuals in a mixture. Our results suggest that analysts performing mixture analysis should consider including data on non-baseline characters. However, the improvements resulting from including non-baseline characters are small relative to the effects of sample size or of a baseline with strong contrast among populations. Assembling a comprehensive and informative baseline and obtaining a representative and adequate sample from both baseline individuals and individuals in the mixture of interest should be a high priority. Using non-baseline characters made no noticeable improvement in estimating state frequencies of baseline characters.

The ability to estimate differences among populations in characteristics not present in the baseline can be quite useful for management purposes. Bromaghin et al. (2011) and Moran et al. (2014), in developing the methodology employed here, examined differences in fecundity and disease prevalence among populations. Studies using less sophisticated methodologies (see list in Moran et al. 2014) have looked at an even wider range of characters. Tsehaye et al. (2016) were able to estimate population-specific (relative) recruitment by incorporating age or length data into mixture analysis, but made some strong assumptions about the underlying population dynamics and life histories of the populations contributing to the mixture.

One immediate practical application would be estimating stock-specific ocean size frequencies, a nonbaseline character, of Chinook salmon (Onchoryhnchus tshawytscha) taken as bycatch in Bering Sea and Gulf of Alaska groundfish fisheries. A recent study of the effect of this bycatch on weak stocks in western Alaska river systems estimated that at its peak, this bycatch reduced returning Chinook abundance by 7\% (Ianelli and Stram 2015), although current impacts are much smaller. However, this analysis may have inadvertently overestimated the reduction in western Alaska stocks. Because of the proximity of these
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fisheries to the western Alaska populations, bycaught individuals from western Alaska are likely younger than individuals from other populations that make a significant contribution, such as British Columbia or the Pacific Northwest of the United States (Larson and others 2013; Myers and others 2007); these length differences might be informative enough to improve the estimates of the proportions of these stocks in the mixture.

Even if the estimates of proportions were not improved, estimating the population-specific length distributions could still be valuable. Younger fish experience a higher cumulative natural mortality before returning to spawn, so that ignoring the younger age structure of western Alaska fish would result in an overestimate of the bycatch-induced reduction in adult returns to Western Alaska, and an underestimate for other stocks.

While some non-baseline characters may be temporally stable, others, like a population's length distribution, could vary from year to year. For example, Chinook salmon from Western Alaska stocks would consistently have a larger proportion of small individuals in the Bering Sea than stocks from the Pacific Northwest. However, the size distribution would undoubtedly fluctuate from year to year due to inter-annual differences in cohort size and in growth conditions. Such inter-annual differences could easily be incorporated into the estimation procedure as random effects drawn from a hyperdistribution.

One promising result of our simulations was that the probabilistic assignment of individuals to populations was improved by including non-baseline characters. Mixture analysis has been recommended over individual assignment methodologies when the goal is to estimate the proportions in a mixture (Koljonen and others 2005). However, mixture analysis often requires large sample sizes to assign proportions with reasonable uncertainty (Templin and others 2011). This requirement for large sample sizes is problematic when samples are scarce. For example, in investigating the population origins of Chinook salmon bycatch in Bering Sea groundfish fisheries, obtaining adequate sample sizes for mixtures requires aggregating over large areas and long periods, restricting inference to coarse spatial and temporal resolution (Ianelli and Stram 2015). Individual assignments, even if each individual sampled has some
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probability of belonging to each of several stocks (or to an unknown stock) (Manel and others 2005), might allow estimation of stock-specific distributions and migration patterns at a finer resolution (Teel and others 2015).

For clarity and to simplify calculations, the simulations in this study produced data that differed significantly from the types of genetic data typically used in most analyses, where there are many more genetic characters, and these characters have many more possible states. Nonetheless, the essentials of the simulation, where populations differed in baseline and non-baseline characteristics, provides qualitative guidance on what non-baseline characters can and cannot contribute to a mixture analysis. A useful follow-up study would be to take a high-quality real dataset and to artificially create non-baseline characters by excluding their baseline data, and to use subsets of baseline characters to create high- and low-contrast baseline datasets.
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Table 1. State frequencies for each character at each level of contrast.

| Contrast level | State values |
| :--- | :--- |
| low baseline | Character 1: frequency of state $\mathrm{i}=0.4$ in population $\mathrm{i},=0.2$ in other populations |
|  | Character 2: state $1=0.67$ in populations $1-2,0.33$ in populations 3-4 |
| state $2=0.33$ in populations 1-2, 0.67 in populations 3-4 |  |
| high baseline | Character 1: frequency of state $\mathrm{i}=0.7$ in population $\mathrm{i},=0.1$ in other populations |
|  | Character 2: state $1=0.9$ in populations $1-2,0.1$ in populations 3-4 |
| low non-baseline $2=0.1$ in populations 1-2, 0.9 in populations 3-4 |  |
| high non-baseline | frequency of state $\mathrm{i}=0.4$ in population $\mathrm{i},=0.2$ in other populations <br> frequency of state $\mathrm{i}=0.7$ in population $\mathrm{i},=0.1$ in other populations <br> prequency of state $\mathrm{i}=1.0$ in population $\mathrm{i},=0.0$ in other populations |
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Figure 1. In top figure the bars show the mean estimated frequency of state \#1 in the non-baseline $0.4,0.7$, or 1.0 depending on whether the non-baseline contrast was " L ", "H", or " P " (last letter of scenario label). The first two parts of the scenario label on the $x$-axis indicate sample size (20, 100, 500) and baseline contrast ("L" = low, "H" = high; see Table 1). The bottom figure shows the average width of the $90 \%$ credible intervals.


Figure 2. Top figure shows the average estimated frequency of state \#1 in the baseline character \#1 in population \#1 from 1000 simulation trials. The true frequency was 0.4 or 0.7 , depending on whether the baseline contrast was "L" or "H" (first letter in scenario label). The first part of the scenario label indicates sample size $(20,100,500)$ and the last letter the non-baseline contrast (" N " = no character, "L" = low, "H" = high, "P" = perfect; see Table 1). The bottom figure shows the average width of the $90 \%$ credible intervals.
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Figure 3. Proportion of individuals in simulated mixtures assigned to the correct population. Left graphs are low baseline contrast, right are high. From top to bottom, graphs are for sample sizes of 20, 100, and 500 , respectively. From left to right, columns are with no non-baseline character, then low, high, and perfect contrast in the non-baseline character.


Figure 4. Top graph shows the average estimated frequency of stock \#1 in simulated mixtures; the true frequency was 0.7 . The first part of the scenario label indicates sample size $(20,100,500)$, the first letter the baseline contrast ("L" = low, "H" = high; see Table 1), and the last letter the non-baseline contrast ("N" = no character, "L" = low, "H" = high, "P" = perfect; see Table 1). The bottom figure shows the average width of the $90 \%$ credible intervals.
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